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1. How to get a user account in ENEAGRID.

2. How to access to computing facilities.

a. SSH at the front-end nodes.

b. ThinLinc Graphical User Interface.

I. ThinLinc client on PC.

II. dedicated webpage: https://cresco-in-gui.portici.enea.it/main/;

Using ThinLinc it is possible to select the CMAST (Computational MAterials

Science and Technology) profile

3. How to open issues in ENEAGRID.

All computing facilities in ENEA are integrated within ENEAGRID that is characterized by solid structural components

integrated in a user-friendly environment. The ENEA main computing facility is CRESCO6 that is an HPC system

consisting of 434 nodes/20832 cores with a peak of 1.4 PFlops. The webinar describes how to operate in the

ENEAGRID framework to use CRESCO6 HPC cluster and can be summarized in three main points:

https://cresco-in-gui.portici.enea.it/main/
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www.cresco.enea.it
Computational RESsearch Centre on COmplex systems

CRESCO6 (1400 Tflops, 20832 cores)
• 434 nodes 2x24 cores Intel Xeon Platinum 8160 @2.1 GHz; 

192 GB RAM, 500GB SATA II disk, Intel Omni-Path 100 GB/s.

CRESCO4 (40 Tflops, 2048 cores) CRESCO4SM (60 cores)

• 128 nodes 2x8 cores Intel E5-2670 @2.6 GHz; • 5 nodes 2x6 cores Intel E5-2643 v2 @3.5 GHz;

64 GB RAM, 500GB SATA II disk, IB QDR 40 GB/s. 768 GB RAM, 1TB SATA II disk, IB QDR 40 GB/s.

CRESCO4F (20 Tflops, 1024 cores) CRESCO4C (10 Tflops, 512 cores)

• 64 nodes 2x8 cores Intel E5-2670 @2.6 GHz; • 32 nodes 2x8 cores Intel E5-2670 @2.6 GHz;

64 GB RAM, 500GB SATA II disk, IB QDR 40 GB/s. 64 GB RAM, 500GB SATA II disk, IB QDR 40 GB/s.

NEW FORTHCOMING CRESCO CLUSTERS IN 2022

CRESCO7 (1400Tflops)

• 100 nodes dual socket Sapphire 54 + 10 nodes single socket Sapphire 54, 2 GPU NVIDIA A100; 

CRESCO7F

• 8 nodes dual socket AMD, 1 GPU NVIDIA A100 + 8 nodes dual socket IBM PPC 8, 4 GPU NVIDIA P100; 
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Provides a unified user environment and a 

homogeneous access method for all users 

irrespective of their location

• Authentication via Kerberos 5

• Filesystems: 

• Geographic filesystem AFS/OpenAFS

• Parallel filesystem IBM/GPFS

• Resource manager IBM/LSF

• User web interface:

• THINLINC

• Jobrama: job status & Accounting

ENEAGRID/CRESCO an integrated computational infrastructure
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GPFS
~/PFS/cas/ ~/PFS/tmp/ 

/gcasi0/store_0/usr/…

/gcasi0/scratch_0/usr/…

IB QDR 40 GB/s

AFS home:/afs/enea.it/xxx/user/userid/

ENEAGRID

portici.enea.it

GPFS
AFS home: ~/PFS/por/    ~/PFS/tmp/

absolute path: /gporq3/store_0/usr/userid/    /gporq2/scratch_0/usr/userid/

Outside ENEA network

casaccia.enea.it

cresco4cx001

CRESCO4C

32 nodes / 512 cores

each node with

2 x x Intel E5-2670

2 x 8 cores and

64 GB/RAM

LSF queues:

cresco4c_h144

cresco4c_16h24

CRESCO4F
64 nodes / 1024 cores

each node with 

2 x Intel E5-2670

2 x 8 cores and

64 GB/RAM

LSF queues:

cresco4f_h144

cresco4f_16h24

cresco4fx001

cresco-in.portici.enea.it / cresco-in.frascati.enea.it

cresco-in-gui.portici.enea.it / crescof-in-gui.frascati.enea.it

frascati.enea.it

GPFS
~/PFS/fra/ ~/PFS/tmp/

/gfrai1/store_0/usr/…

/gfrai0/scratch_0/usr/…

IB QDR 40 GB/sIB QDR 40 GB/s

cresco4x001

cresco4x002

CRESCO4
128 nodes / 2048 cores

each node with 

2 x Intel E5-2670

2 x 8 cores

64 GB/RAM

LSF queues:

cresco4_h144

cresco4_16h24

cresco4_256h24

CRESCO4SM
5 nodes / 60 cores

each node with 

2 x Intel E5-2643 v2

2 x 6 cores and

768 GB/RAM

LSF queues:

cresco4_h144

cresco4sm01
cresco6x001

cresco6x002

CRESCO6
434 nodes / 20832 cores

each node with 

2 x Intel Platinum 8160 2 

x 24 cores and

192 GB/RAM

LSF queues:

cresco6_h144

cresco6_48h24

cresco6_48h384

Omni-Path 100 GB/s
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http://www.afs.enea.it/project/eneagrid/Resources/CRESCO_documents/CRESCO/Sistema_Frascati.html
http://www.afs.enea.it/project/eneagrid/Resources/CRESCO_documents/CRESCO/Sezione4.html
http://www.afs.enea.it/project/eneagrid/Resources/CRESCO_documents/CRESCO/Sezione4.html
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and fill the form at https://gridaccount.enea.it/

To get access to the ENEAGRID infrastructure look at ENEA CRESCO PORTAL 

www.eneagrid.enea.it/CRESCOportal/
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These rules are summarized as follows:

i) the use of the available scheduling system (LSF) for the proper use of computational resources and

the prevention of front-end systems overload;

ii) the appropriate use of the on-line data space, subject to ENEA/ICT quota policies (e.g. contents must

be coherent within the declared activity and activities should not regularly overload storage systems);

iii) the proper use of the identification and authorization systems (e.g.: registered users cannot lend their

credentials to unregistered third party subjects, nor use other people's credentials; the user must provide

an E-mail address and a telephone number and must keep these contact data updated at any time).

Within these general terms, the generation of an account for external users of ENEAGRID/CRESCO

requires the presentation of a document, written on the institution's letterhead, signed by the responsible

officer of the home institution and addressed to:

Al Responsabile di ICT,

ENEA

Lungotevere Thaon di Revel, 76

00196 Rome - ITALY

The document must be provided in pdf format and must be sent as an attachment to an E-mail to

hpc-account-request@enea.it.

The document must specify clearly:

1. the motivation for the interest in the use of ENEAGRID/CRESCO HPC systems;

2. the willingness to comply with conditions i), ii) and iii) of the present document;

3. a short description of the research activity, its objectives and its timetable;

4. the indication of the approximate size of the required computational resources (number of computing

cores, total CPU time, amount of data space);

5. a statement declaring if the computing activity is funded within the framework of national or

international projects; in the latter case, access to the resources will be subjected to the stipulation of a

specific agreement, involving either an appropriate fee for the use of the ENEAGRID/CRESCO

resources, or a form of participation of ENEA/ICT to the project;

6. the willingness to express the scientific acknowledgement of the utilization of ENEAGRID/CRESCO

systems in the case of publications, whose form and extent (thanks, co-signatures, etc.) shall be

determined case by case depending on the amount of computing time utilized by the user and to what

extent the collaboration and support provided by ENEA/ICT staff has been instrumental for the work

being published;

7. the commitment to add acknowledgements for the utilization of the ENEAGRID/CRESCO computing

infrastructure in any paper referring the obtained results and notify ENEA/ICT as soon as the publication

is submitted/accepted. The publication must be notified to ICT by the submission of a specific ticket

"Publication Notification" in the ticketing system https://gridticket.enea.it.

User account => userid + password
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There are two modalities of access:

a. SSH at the front-end node cresco-in.portici.enea.it

b. ThinLinc Graphical User Interface

i. ThinLinc client on PC.

ii. dedicated webpage: https://cresco-in-gui.portici.enea.it/main/
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SSH at the front-end node cresco-in.portici.enea.it

ssh userid@cresco-in.portici.enea.it 

ENEAGRID/CRESCO6 High Performance Computing Infrastructure - Webinar - 8th February 2022 

Mobaxterm

https://mobaxterm.mobatek.net/ 

https://mobaxterm.mobatek.net/


How to access the computing facilities

10

ThinLinc Graphical User Interface - Client on PC

www.cendio.com
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http://www.cendio.com/
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ThinLinc Graphical User Interface

Client on PC

ENEAGRID userid and password

For example the hard disk of the PC
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ThinLinc Graphical User Interface - dedicated webpage

https://cresco-in-gui.portici.enea.it/main/

ENEAGRID userid and password
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ThinLinc Graphical User Interface

CMAST profile
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CMAST virtual lab

Computational MAterials Science and Technology

http://www.afs.enea.it/project/cmast

http://www.afs.enea.it/project/cmast
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ThinLinc Graphical User Interface

CMAST profile
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ThinLinc Graphical User Interface

KDE desktop profile
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ThinLinc Graphical User Interface

CMAST Lab
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or directly at https://gridticket.enea.it/

To open an issues in ENEAGRID go at www.eneagrid.enea.it/CRESCOportal/
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https://gridticket.enea.it/
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How to open issues in ENEAGRID

18

ENEAGRID userid and password
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Thanks for your attention
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Simone Giusepponi

simone.giusepponi@enea.it
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